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Abstract  

One of the important branches of insurance products is individual insurance policies, which is directly cover 

insurer’s life. Among individual insurance policies, health insurance policies because of diversity of coverages 

and contracts and high loss ratio are very important in insurance company. Due to high competition in the 

sale of policies between insurance companies and climb increasing of demand for them, knowing the 

customers of these products is considered important in the maintenance and survival of insurance 

organizations. This study is considering the practical application of data mining in an insurance company on 

health insurance policy customers to investigate whether in this way can help insurance companies to identify 

different customer groups and their characteristics in order to make suitable patterns for offering suitable 

services to customers. In this way the maximum value of the relationship with the customer is achieved. In 

this research, the customers of health insurance policies have been clustered by means of some features. 

The Clustering was done using proposed algorithm based on PSO and k-Means algorithms. Evaluation has 

shown that the proposed method has high accuracy in data clustering. The proposed model has clustered 

data in four clusters which each cluster differ from others in terms of usefulness to the organization. The 
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result has shown that the third cluster is the most profitable and fourth cluster is the most harmful. According 

to the proposals made to each cluster, organization can maximize benefits from the relationship with its 

policyholders. The Clustering was done using proposed algorithm based on k-Means algorithm. The 

proposed model has clustered data in four clusters which each cluster differ from others in terms of 

usefulness to the organization.  
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I. INTRODUCTION 

       In healthcare organization which in turn helpful for all the parties associated with this field. Data Mining came 

into existence in the middle of 1990’s and appeared as a powerful tool that is suitable for fetching previously 

unknown pat tern and useful information from huge dataset. Various studies highlighted that Data Mining 

techniques help the data holder to analyze and discover unsuspected relationship among their data which in turn 

helpful for making decision [1]. In general, Data Mining and Knowledge Discovery in Databases (KDD) are related 

terms and are used interchangeably but many researchers assume that both terms are different as Data Mining is 

one of the most important stages of the KDD process [2, 3]. According to Javad et al., the knowledge discovery 

process are structured in various stages whereas the first stage is data selection where data is collected from various 

sources, the second stage is pre - processing of the selected data , the third stage is the transformation of the data 

into appropriate format for further processing, the fourth stage is Data Mining where suitable Data Mining 

technique is applied on the data for extracting valuable information and evaluation is the last stage. 

       Clustering is an unsupervised learning method unlike the classification method which is generally viewed as a 

supervised learning technique. In other words, clustering groups the data based only on the information that is 

available in the dataset without any labels [4]. Clustering techniques can be generally classified into partitional 

methods, Hierarchical approaches, Density-based algorithms, Probabilistic methods, Grid-based methods, Graph 

theory, Model-based approaches and so on [5]. Many partitional algorithms are recently introduced which are based 

on the technique of Evolutionary programming that includes Genetic Algorithms (GA), evolved from the Darwinian 

Theory. 

       Partitional clustering algorithms determine the clusters in such a way that the similarity within the clusters is 

maximum and the dissimilarity between the clusters is minimum. Though the K-Means algorithm is the most widely 

used algorithm under the partitional clustering because of its easy implementation factor, it has certain limitations. 

It does not give efficient results with differently shaped clusters [6] and moreover, it arbitrarily converges to local 

optima. But the clustering performance can be improved in terms of accuracy by incorporating constraints [7]. 
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II. LITERATURE REVIEW AND RELATED WORKS 

       Generally all the healthcare organizations across the world stored the healthcare data in electronic format. 

Healthcare data mainly contains all the information regarding patients as well as the parties involved in healthcare 

industries. The storage of such type of data is increased at a very rapidly rate. Due to continuous increasing the size 

of electronic healthcare data a type of complexity is exist in it. In other words, we can say that healthcare data 

becomes very complex. By using the traditional methods it becomes very difficult in order to extract the meaningful 

information from it. But due to advancement in field of statistics, mathematics and very other disciplines it is now 

possible to extract the meaningful patterns from it. Data mining is beneficial in such a situation where large 

collections of healthcare data are available 

      Data Mining mainly extracts the meaningful patterns which were previously not known. These patterns can be 

then integrated into the knowledge and with the help of this knowledge essential decisions can becomes possible. 

A number of benefits are provided by the data mining. Some of them are as follows: it plays a very important role 

in the detection of fraud and abuse, provides better medical treatments at reasonable price, detection of diseases at 

early stages, intelligent healthcare decision support systems etc. Data mining techniques are very useful in healthcare 

domain. They provide better medical services to the patients and helps to the healthcare organizations in various 

medical management decisions. Some of the services provided by the data mining techniques in healthcare are: 

number of days of stay in a hospital, ranking of hospitals, better effective treatments, fraud insurance claims by 

patients as well as by providers, readmission of patients, identifies better treatments methods for a particular group 

of patients, construction of effective drug recommendation systems, etc [14]. Due to all these reasons researchers 

are greatly influenced by the capabilities of data mining. In the healthcare field researchers widely used the data 

mining techniques. There are various techniques of data mining. Some of them are classification, clustering, 

regression, etc. 

      Every medical information related to patient as well as to healthcare organizations is useful. With the help of 

such a powerful tool known as data mining plays a very important role in healthcare industry. Recently researchers 

uses data mining tools in distributed medical environment in order to provide better medical services to a large 

proportion of population at a very low cost, better customer relationship management, better management of 

healthcare resources, etc. It provides meaningful information in the field of healthcare which may be then useful for 

management to take decisions such as estimation of medical staff, decision regarding health insurance policy, 

selection of treatments, disease prediction etc., [15]. Dealing with the issues and challenges of data mining in 

healthcare [16] in order to predict the various diseases effective analysis of data mining is used [17]. 

 

       Some articles from the year 2005-2014 are taken and are used for survey for this category. In [8], Taher 

Niknam and Babak Amiriv have proposed a hybrid evolutionary algorithm called FAPSO-ACO-K (Fuzzy Adaptive 

Particle Swarm Optimization – Ant Colony Optimization – K-Means) to solve the nonlinear partitional clustering 

problem. The performance of this algorithm was evaluated through several benchmark datasets. The simulation 

results showed that the performance of this algorithm was better than the other traditional algorithms such as PSO 

(Particle Swarm Optimization), ACO, Simulated Annealing and so on. 
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       In [9], M.Arshad designed a clustering algorithm based on KEA (Key phrase Extraction Algorithm) to solve 

the problem of document clustering in traditional clustering technique. The Kea Bisecting K-Means clustering 

algorithm was used to extract the test documents from a large amount of text documents in an easy and efficient 

way. The clustering algorithm was applied in order to generate the clustering document based on the extracted keys. 

The documents were grouped into several clusters like in the Bisecting K-Means algorithm. The results and the 

performance showed a consistently good quality of clusters which demonstrated in turn that the Bisecting K-Means 

is an excellent algorithm for clustering a large number of documents. 

       Three modified conventional moving K-Means clustering algorithms have been recommended by Nor Ashidi 

Mat Isa et al, [10] for the application of image segmentation. These three algorithms are fuzzy moving K-Means, 

adaptive moving K-Means and adaptive fuzzy moving K-Means algorithms. Standard images and hard evidence on 

microscopic digital image were used to analyze these algorithms. The segmentation result was compared with the 

conventional K-Means, fuzzy C-Means and moving K-Means algorithms. By qualitative and quantitative analysis, 

it was proved that this algorithm was less sensitive to noise and also the problems such as dead centers, center 

redundancy and trapped center at local minima were avoided. It was also illustrated that the above three modified 

algorithms were suitable to implement consumer electronics products based on their simplicity and capability. 

 Clustering Examples in Healthcare 

      Chen et al., proposed hierarchical K-means regulating divisive or agglomerative approach for better analyzing 

large micro-array data. It was reported that divisive hierarchical K-means was superior to hierarchical and K-means 

clustering on cluster quality as well as on computational speed. Apart from this, it was also mentioned that divisive 

hierarchical K-means establishes a better clustering algorithm satisfying researcher’s demand [18]. 

       Chipman et al., proposed the hybrid hierarchical clustering approach for analyzing microarray data [19]. In 

this research, the proposed hybrid clustering approach combines bottom-up as well as top-down hierarchical 

clustering concepts in order to effectively and efficiently utilizes the strength of both concepts for analyzing micro-

array data. The proposed approach was built on a mutual cluster. A mutual cluster is a group of points closer to 

each other than to any other points. The research demonstrates the proposed technique on simulated as well as on 

real micro-array data. 

       Tapia et al. analyzed the gene expression data with the help of a new hierarchical clustering approach using 

genetic algorithm. In this research, the main focus was on regeneration of protein-protein functional interactions 

from genomic data. In this research, the proposed algorithm can predicate the functional associations accurately by 

considering genomic data [20].  

 

       Soliman et al., proposed a hybrid approach for better analyzing the cancer diseases on the basis of informative 

genes. The proposed approach used the K-means clustering with statistical analysis (ANOVA) for gene selection 

and SVM to classify the cancer diseases. On the basis of experiments that were performed on micro-array data, it 

has been found that the accuracy of K-means clustering with the combination of statistical analysis was better [21]. 
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      Belciug et al., concluded that among hierarchical, partitional, and density based clustering, the hierarchical 

clustering was provided effective utilization of hospital resources and provided improved patient care services in 

healthcare [22]. 

       Schulam et al., proposed a Probabilistic Subtyping Model (PSM) which was mainly designed in order to 

discovered subtypes of complex, systematic diseases using longitudinal clinical markers collected in electronic health 

record (EHR) databases and patient registries. Proposed model was a model for clustering time series of clinical 

markers obtained from routine visits in order to identify homogeneous patient subgroups [23]. 

 

III. LIMITATION OF K-MEANS DATA CLUSTERING APPROACH 

        K-means clustering has some of the limitations which need to get overcome. Several people got multiple 
limitations while working on their research with K-means algorithm. Some of the common limitations are discussed 
below. 

 Outliers 

It has been observed by several researchers that, when the data contains outliers there will be a variation in the result 
that means no stable result from different executions on the same data. Outliers are such objects they present in 
dataset but do not result in the clusters formed. Outliers can also increase the sum of squared error within clusters. 
Hence it is very important to remove outliers from the dataset. Outliers can be removed by applying preprocessing 
techniques on original dataset [11]. 

 Number of clusters 

Determining the number of clusters in advance is always been a challenging task for K-means clustering approach. 
It is beneficial to determine the correct number of clusters in the beginning. It has been observed that sometimes 
the number of clusters is assigned according to the number of classes present in the dataset. Still it is an issue that 
on what basis the number of clusters should be assigned [12]. 

 Empty clusters 

If no points are allocated to a cluster during the assignment step, then the empty clusters occurs. It was an earlier 
problem with the traditional K-means clustering algorithm [11]. 

Non globular shapes and sizes 

With the K-means clustering algorithm if the clusters are of different size, different densities and non-globular 
shapes, then the results are not optimal. There is always an issue with the convex shapes of clusters formed [13]. 

IV.  EVALUATION OF PROPOSED METHOD 

       In order to evaluate the proposed method in this research, the standard Benchmark data of UCI machine 

learning data has been used. The selected data sets were measured using the proposed method and the clustering 
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method using PSO clustering and then the silo values for each method in the number of different clusters. The 

characteristics of the standard data set used in the UCI data warehouse are as follows: 

TABLE 1. FEATURES OF THE DATA SET USED 

Dataset Name Number of features Number of records 

Seeds 7 210 

User Knowledge Modelling 5 403 

Iris 4 150 

Glass 10 214 

        

    The proposed algorithm has achieved more favorable results than the PSO clustering algorithm available in the 

research literature: 

TABLE II. THE MEAN VALUES OF THE SILO CRITERION FOR EACH DATA SET 

Clustering method 

Data collection 

KmeansPSO PSO 

0.297 0.215 Seeds 

0.209 0.083 
User Knowledge 

Modelling 

0.392 0.205 Iris 

0.386 0.214 Glass 

  

     The values of the silo divided by the number of clusters considered for each of the data sets are shown in the 

graphs below. As can be seen, in the clustering of all the siloet data sets for the proposed method, the number of 

clusters has better values. 
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FIGURE1. THE SILOET CRITERION RESULTS OF GLASS DATASET CLUSTERING 

 

FIGURE II. THE SILOET CRITERION RESULTS OF IRIS DATASET CLUSTERING 

      In the proposed model, a new clustering method was created based on a combination of PSO and k-Means 

algorithms. As the two algorithms are shown in the diagrams and comparison results table, the proposed algorithm 

yields a better value than the silo criterion, which indicates an improvement in the status of the clustering algorithm 

in terms of sensitivity to the primary particles. 

V. DATA MINING CHALLENGES IN HEALTHCARE  

     As we know that a lot of healthcare data is generated and stored by various healthcare organizations. But there 

are various challenges related to healthcare data which may play serious hurdles in the making proper decisions. The 

first challenge with healthcare data is the format of data being stored is different in different healthcare 

organizations. Till date there is no standard format is laid down for data being stored. In epidemic situations this 
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lack of standard format can make the epidemic situations even more badly. Suppose that an epidemic disease is 

spread within a country at its different geographical regions. The country health ministry requires that all the 

healthcare organizations must share their healthcare data with its centralized data warehouse for analysis in order 

to take all the essential steps so that epidemic situation may get resolve. But since the formats of data is different. 

Hence, the analysis of data may take longer time than usual. Due to this it may be possible that the situation may 

become out of control. The healthcare data is very useful in order to extract the meaningful information from it for 

improving the healthcare services for the patients. To do this quality of data is very important because we cannot 

extract the meaningful information from that data which have no quality. Hence, the quality of data is another very 

important challenge. The quality of data depends on various factors such as removal of noisy data, free from missing 

of data etc. All the necessary steps must be taken in order to maintain the quality in healthcare data. 

      Data sharing is another major challenge. Neither patients nor healthcare organizations are interested in sharing 

of their private data. Due to this the epidemic situations may get worse, planning to provide better treatments for 

a large population may not be possible, and difficulty in the detection of fraud and abuse in healthcare insurance 

companies etc. Another challenge is that in order to build the data warehouse where all the healthcare organizations 

within a country share their data is very costly and time consuming process. 

VI. CONCLUSION AND FUTURE ISSUES  

     For effective utilization of data mining in health organizations there is a need of enhance and secure health data 

sharing among different parties. Some propriety limitations such as contractual relationships among researcher and 

health care organization are mandatory to overcome the security issues. There is also a need of standardized 

approach for constructing the data warehouse. In recent years due to enhancement of internet facility a huge datasets 

(text and non-text form) are also available on website. So, there is also an essential need of effective data mining 

techniques for analyzing this data to uncover hidden information. 
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